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Typical reasons for failed Enterprise AI Initiatives:

•	 Teams engaging in a high degree of manual and one-off work.

•	 Lack of reusable or reproducible components.

•	 Difficulties in handoffs between data scientists and IT.

•	 Challenges in deployment, scaling, and versioning.

•	 Lack of talent with domain expertise.

•	 Lack of change-management processes.

•	 Lack of strong governance models.

•	 Unrealistic expectations from leadership.

INTRODUCTION

Introduction
Machine Learning Operations, better known as MLOps, is the discipline of 
delivering machine learning (ML) models through repeatable and efficient 
workflows. It advocates formalizing and automating critical steps of Machine 
Learning system construction, deployment and optimization. 

This whitepaper addresses the need for MLOps in organizations that embark 
on their Machine Learning journey. We will set the stage by focusing on the 
challenges of operationalizing Artificial Intelligence (AI). Next, we explain the need 
for standardized Machine Learning engineering practices, and we will provide 
an overview of continuous delivery and automation of Machine Learning. The 
final part of this paper provides guidance in getting started with MLOps in your 
organization. 

The challenges of operationalizing AI
While AI and Machine Learning are considered as crucial pillars of digital 
transformation, recent research shows that only about 50% of organizations has 
moved beyond a proof of concept or pilot stages. Successful deployments and 
effective operations are the biggest bottlenecks for organizations to get value 
from AI.

https://cloud.google.com/resources/mlops-whitepaper
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Organizations need an automated & streamlined Machine Learning 
process. This helps the organization to successfully deploy Machine 
Learning models in production. It also helps manage risk when 
organizations scale the number of Machine Learning use cases in 
changing environments ensure.

INTRODUCTION

Need for best practices
Given the challenges in operationalizing AI, Machine Learning systems cannot be 
built in an ad hoc manner, isolated from other IT initiatives. Sound engineering 
principles need to be adopted and applied to make Machine Learning successful.

Best practices:

1.	 Preparing and maintaining high-quality data for training Machine Learning 
models.

2.	 Tracking models in production to detect performance degradation. 

3.	 Performing ongoing experimentation of new data sources, Machine Learning 
algorithms, and hyperparameters, and then tracking these experiments.

4.	 Maintaining the veracity of models by continuously retraining them on fresh 
data.

5.	 Avoiding training-serving skews due to data inconsistencies and runtime 
dependencies between training environments and serving environments.
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INTRODUCTION

MLOps practices can result in the following benefits:

•	 Shorter development cycles, shorter time to market.

•	 Better collaboration between teams.

•	 Increased reliability, performance, scalability, and security.

•	 Streamlined operational and governance processes.

•	 Increased return on investment of Machine Learning projects.

MLOps for best practice 
Machine Learning engineering
MLOps is the best practice methodology for Machine Learning engineering, 
which unifies Machine Learning system development with Machine Learning 
system operations. It advocates formalizing and automating critical steps of 
Machine Learning system construction. 

MLOps provides a set of standardized processes and technology capabilities for 
building, deploying, and operationalizing Machine Learning systems rapidly and 
reliably. 
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MLOps versus DevOps, DataOps
Machine Learning models typically do not operate in a vacuum. Their purpose 
is to generate insight and intelligence, often directly embedded into other 
applications. The process of building an ML enabled system usually involves three 
distinct focus areas:

1.	 Data engineering involves ingesting, integrating, curating, and refining data 
to facilitate a broad spectrum of operational tasks, data analytics tasks, and 
Machine Learning tasks. Data engineering can be crucial to the success of 
analytics and Machine Learning initiatives.

2.	 Machine Learning engineering involves building and deploying Machine 
Learning models in production using curated data usually created by the data 
engineering team.

3.	 App engineering: Machine Learning models do not operate in silos; they 
are typically components of one or more application systems. Integrating 
Machine Learning models into applications is a critical task in app engineering 
(DevOps). 

MLOps sits at the intersection of App, Data and Machine Learning engineering. It 
focuses on all aspects related to the development, deployment and operation of 
Machine Learning models.

Machine Learning
Engineering

App
Engineering

Data
Engineering

MLOps

INTRODUCTION
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As a methodology for Machine Learning engineering, MLOps has many 
similarities to how DevOps supports application engineering and DataOps 
supports data engineering (analytics).

DevOps

DevOps combines philosophies, 
practices, and tools to deliver 
applications and services at  
high velocity.

The goal of DevOps is to 
automate and speed up the 
testing and deployment of 
code changes.

DataOps

DataOps aims to reduce the life 
cycle time of data analytics while 
maintaining or improving its 
output quality.

The goal of DataOps is to 
ensure data is accessible and 
maintains integrity.

MLOps

MLOps is the automation of 
critical steps in the deployment 
and monitoring of Machine 
Learning models, while   
satisfying both business and 
regulatory requirements.

The goal of MLOps is to provide 
a methodology for deploying 
and operationalizing Machine 
Learning models.
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MLOPS LIFECYCLE

MLOps lifecycle
The MLOps lifecycle typically consists of 7 key, iterative stages. The overall success
of implementing and operationalizing a Machine Learning system depends on
each of these stages being completed successfully.

Stage 1: Model development
Experimentation is the core activity in the development of a Machine Learning 
model. It aims to arrive at an effective prototype model for the Machine 
Learning use case at hand. The primary source of development data is the 
dataset and feature repository. In addition to experimentation, data scientists 
need to formalize their Machine Learning training procedures. They do this 
by implementing an end-to-end pipeline, so that the procedures can be 
operationalized and run in production.

The key success aspects for this process are experiment tracking, reproducibility, 
and collaboration. Suppose there is a need to retrain models; in that case, the 
output of this process is not the model but the implementation of the continuous 
training pipeline to be deployed to the target environment. 

Data model
and management

Model
development

Training
operationalization

Model
deployment

Prediction
serving

Continuous
monitoring

Continuous
trainingMLOps

lifecycle
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Stage 2: Training operationalization
Training operationalization is the process of building and testing a repeatable 
Machine Learning training pipeline and then deploying it to a target execution 
environment.

For MLOps, Machine Learning engineers should be able to use configurations to 
deploy the Machine Learning pipelines. The configurations specify variables like 
the target deployment environment (development, test, staging, and so on), the 
data sources to access during execution in each environment, and the service 
account to use for running compute workloads.

A pipeline typically goes through a series of testing and staging environments 
before it is released to production.

The specifics of the pipeline deployment process depend on the technology 
used to implement the pipeline. Data scientists and Machine Learning engineers 
typically avoid the use of no-code solutions for pipeline implementation.  
Code-first technologies have more flexibility and control over the Machine 
Learning pipelines. Consequently, Machine Learning engineers can deploy the 
pipeline using standard CI/CD processes and tools. 

MLOPS LIFECYCLE
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Stage 3: Continuous training
The continuous training process is about orchestrating and automating the 
execution of training pipelines. These continuous training pipeline runs are based 
on a retraining trigger. 

When the pipeline starts, it extracts a fresh training dataset from the data and 
feature repository, executes the steps in the Machine Learning workflow, and 
submits a trained model to the model registry. All the run information and 
artifacts produced throughout the pipeline run are tracked in the metadata and 
artifact repository.

An orchestrated and automated training pipeline mirrors the typical data science 
process that runs in the Machine Learning development phase. However, the 
automated pipeline has some differences. Data validation and model validation 
play a critical role in an automated pipeline as these steps are gatekeepers for the 
overall Machine Learning training process.

An important aspect of continuous training, therefore, is tracking. Pipeline runs 
must track generated metadata and artifacts in a way that enables debugging, 
reproducibility, and lineage analysis. When a pipeline run has finished and once 
the model has been validated, the pipeline can register a model candidate  
in the model registry. 

MLOPS LIFECYCLE
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Stage 4: Model deployment
After a model has been trained, validated, and added to the model registry,  
it is ready for deployment. The model is packaged, tested, and deployed to a 
target serving environment during the model deployment process..

When using a no-code / low-code platform, the model deployment process 
can be abstracted from the Machine Learning engineers. However, standard 
CI/CD routines can optionally be used when you want more control over the 
deployment process.

The model might need to go through a model governance process before being 
deployed to a target environment.

Stage 5: Prediction serving
After a model is deployed to its target environment, the model service starts 
to accept prediction requests by ingesting data and serving responses with 
predictions. Predictions are based on learning from the relationship between 
input (feature values) and output. This learning process is called inference, and 
can take the following forms:

•	 Online inference in near real time for high-frequency singleton requests using 
interfaces like REST or gRPC.

•	 Streaming inference in near real time, such as through an event-processing 
pipeline.

•	 Offline batch inference for bulk data scoring, usually integrated with extract, 
transform, load (ETL) processes.

In some scenarios of prediction serving, the serving engine might need to look 
up feature values related to the request. The serving engine in such cases fetches 
the values from feature repository and feeds them to the model to predict. The 
inference logs and other serving metrics are stored for continuous monitoring 
and analysis. 

MLOPS LIFECYCLE
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Stage 6: Continuous monitoring
Continuous monitoring is the process of monitoring the effectiveness  
and efficiency of a model in production, which is a crucial area of MLOps. 
Monitoring uses logs to identify anomalies, such as those caused by data drift 
and concept drift. Data drift is an unintended change in the input data stream, 
which could have any number of causes. Concept drift is caused by a change in 
the relationship between input and output data, typically caused by new external 
influencing factors.

It is essential to regularly and proactively verify that the model performance 
doesn’t decay. Monitoring the process of model serving focuses on:

•	 Model effectiveness: by detecting data drift and concept drift

•	 Resource utilization: including CPUs, GPUs, and memory

•	 Latency: a key metric in online and streaming deployments to indicate model 
service health

•	 Throughput: a key metric in all deployments

•	 Error rates 

MLOPS LIFECYCLE
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Stage 7: Data and model management
One of the key challenges of data science and Machine Learning is creating, 
maintaining, and reusing high-quality data for training and analytics, across the 
organization. To mitigate this challenge:

•	 A feature repository helps to discover and reuse feature sets for entities, such as 
a product or a customer. It establishes a central definition of features  
and serves up-to-date values.

•	 Dataset management helps with maintaining scripts for creating datasets, 
reusing in various model implementations and environments  
and providing reproducibility.

•	

•	

•	

•	

•	

•	

As organizations add to the number of models in production at scale, it becomes 
difficult to keep track of them manually. Organizations need controls to manage 
risk and implement Machine Learning models responsibility. 

To help with this task, organizations need to establish robust model management, 
including Machine Learning metadata tracking and model governance.

•	 Machine Learning metadata tracking is generally integrated with different 
MLOps processes. The artifacts produced by the other processes are usually 
automatically stored in a Machine Learning artifact repository, along with 
the information about the process executions. Machine Learning metadata 
tracking enables data scientists and Machine Learning engineers to track 
experimentation parameters and pipeline configurations for reproducibility and 
lineage tracking. In addition, Machine Learning metadata tracking enables users 
to search, discover, and export existing Machine Learning models and artifacts. 

•	 Model governance is about registering, reviewing, validating, and approving 
models for deployment. In addition, model governance should support 
reporting on the performance of deployed models.

MLOPS LIFECYCLE
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MLOPS PLATFORM REQUIREMENTS

MLOps platform 
requirements
The effective implementation of the key MLOps processes outlined in the 
previous chapter requires a set of core technical capabilities. A single integrated 
Machine Learning platform can provide these capabilities. Alternatively, they can 
be created by combining vendor tools best suited to particular tasks or created as 
a combination of these approaches. See the illustration below for an overview. 
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The technical capabilities generally required for MLOps can be categorized into 
three groups:

1.	 The first group covers foundational capabilities such as a reliable and secure 
infrastructure, source repositories, and CI/CD required to support any IT 
workload. Most organizations have already invested in these capabilities and 
can take advantage of them for Machine Learning workflows.

2.	 The second group is a set of core MLOps capabilities on top of the foundational 
capabilities. These include experimentation, data processing, model training, 
model evaluation, model serving, online experimentation, model monitoring, 
Machine Learning pipeline, and model registry.

MLOPS PLATFORM REQUIREMENTS

Experimentation

Notebook environment integrated 
with Git, track experiments, analyze 
& visualize data and models, explore 
datasets and experiments.

Data processing

Model training

Model serving Online experimentation

Model evaluation

Support common Machine Learning 
frameworks, large-scale distributed 
training, efficient hyperparameter 
tuning, and AutoML features.

Perform batch scoring on evaluation 
datasets, visualize and compare the 
performance of different models, 
model behavior interpretation with 
explainable AI.

Provide a wide range of data 
connectors, efficient data 
transformations, feature engineering, 
scalable batch, and stream data 
processing.

Support for real-time and batch 
predictions, built-in support for 
common Machine Learning serving 
frameworks, logging prediction 
serving requests for analysis.

Support canary deployments and 
A/B tests to understand the impact 
of a newly trained model. Results of 
experiments should be integrated 
with model registry.



16

MLOPS PLATFORM REQUIREMENTS

Machine Learning metadata 
and artifact repository

Machine Learning dataset 
and feature repository

Machine Learning pipelines

Measure model efficiency metrics 
like latency and serving-resource 
utilization, detect data skews 
including schema anomalies and data 
and concept shifts and drifts.

Model monitoring

Trigger pipelines on demand, 
on a schedule, or in response to 
specified events, integrate with the 
Machine Learning metadata tracking 
capability.

Enable shareability, discoverability, 
reusability, and versioning of data 
assets, allow real-time ingestion 
and low-latency serving for event 
streaming and online prediction 
workloads, allow high-throughput 
batch ingestion and serving for ETL 
processes, model training, and for 
scoring workloads.

Provide traceability and lineage 
tracking of Machine Learning artifacts, 
share and track experimentation and 
pipeline parameter configurations, 
store, access, investigate, visualize, 
download, and archive Machine 
Learning artifacts. Integrate with all 
other MLOps capabilities.

Model registry

Register, track, and version Machine 
Learning models, store model 
metadata and runtime dependencies, 
integrate with model evaluation 
capability.

3	 Finally, two cross-cutting capabilities that enable integration and interaction 
are a Machine Learning metadata and artifact repository and a Machine 
Learning dataset and feature repository.
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GETTING STARTED

Getting started with MLOps
Selecting capabilities for use cases
Establishing a mature MLOps practice to build and operationalize Machine 
Learning systems can take years to get right. As you start your MLOps journey, 
you may not need to implement all processes and capabilities. A Machine 
Learning model may have different use cases, such as:

•	 Pilot

•	 Mission-critical

•	 Reusable & collaborative

•	 Ad Hoc retraining

•	 Frequent retraining

•	 Frequent implementation updates

•	 Batch serving

•	 Online serving

Some will have a higher priority than others, depending on the type of workload 
and business value they create for you. The table below shows the recommended 
capabilities based on the characteristics of each use case.

C
ap

ab
ili

ti
es

Characteristics

Pilot Mission
critical

Reusable & 
collaborative

Ad hoc
retraining

Frequent
retraining

Frequent
Implementation 

updates

Batch
serving

Online
serving

Experimentation   

Data processing    

Model training  

Model evaluation    

Model serving  

Machine Learning pipelines  

Model registry     

Model monitoring  

Online experimentation   

CI/CD 

Metadata tracking     

Artifact tracking     

Dataset repository   

Feature repository   
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GETTING STARTED

Mapping use cases to capabilities
Pilot use case

In a pilot use case, the focus is typically on data preparation, feature 
engineering, model prototyping, and validation for testing a proof of 
concept.

These tasks require experimentation and data processing 
capabilities. Data scientists want to set up experiments quickly and 
easily and track and compare them. They need the Machine Learning metadata 
and artifact tracking capability to debug, provide traceability and lineage, share 
and track experimentation configurations, and manage Machine Learning 
artifacts. For large-scale pilots, you might also require dedicated model training 
and evaluation capabilities.

Mission-critical use case

For mission-critical use cases, failure with the production model will 
have a significant negative impact on the business. Such use cases 
also need a robust model governance process to store, evaluate, 
check, release, report on models and protect against risks.

You can enable model governance by using the model registry and 
metadata and artifact tracking capabilities. The model evaluation capability is 
important to identify bias and fairness and provide explainability of the model. 
Monitoring is essential to assess the quality and production performance of the 
model. Online experimentation lets you test newly trained models against the 
one in production using a controlled environment before replacing the deployed 
model. Additionally, datasets and feature repositories provide you with high-
quality data assets that are consistent and versioned.
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GETTING STARTED

Reusable and collaborative use case

Reusable and collaborative assets allow your organization to share, 
discover, and reuse AI data, source code, and artifacts.

A feature store helps you standardize registering and storing 
processes, access features for training, and serve Machine Learning models. Once 
features are curated and stored, they can be discovered and reused by multiple 
data science teams. Having a feature store helps you avoid reengineering existing 
features and saves time on experimentation. Using Machine Learning metadata 
and artifacts tracking provides consistency, testability, security, and repeatability 
of the Machine Learning workflows.

Frequent retraining use case

Use cases for frequent retraining are those where model 
performance relies on changes in the training data. The retraining 
might be based on time intervals (for example, daily or weekly), or 
it could be triggered based on when new training data becomes 
available.

For this scenario, you need Machine Learning pipelines to connect multiple steps 
like data extraction, pre-processing, and model training. You also need the model 
evaluation capability to ensure that the accuracy of the newly trained model 
meets your business requirements. As the number of models you train grows, 
both a model registry and metadata and artifact tracking help you keep track of 
the training jobs and model versions.
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GETTING STARTED

Batch serving use case

For batch predictions, there is no need to score in real-time. You 
pre- compute the scores and store them for later consumption, 
so latency is less of a concern than online serving. 

However, because you process a large amount of data 
simultaneously, throughput is important Often batch serving is a step in a larger 
ETL workflow that extracts, pre-processes, scores, and stores data. Therefore, 
you need the data  processing capability and Machine Learning pipelines for 
orchestration. In addition, a model registry can provide your batch serving 
process with the latest validated model to use for scoring.

Online serving use case

Online inference requires tooling and systems to meet latency 
requirements. The system often needs to retrieve features, 
perform inference, and return the results according to your 
serving configurations.

A feature repository lets you retrieve features in near real-
time, and model serving allows you to deploy models as an endpoint easily. 
Additionally, online experiments help you test new models with a small sample of 
the serving traffic before you roll the model out to production.
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CHOOSING A PLATFORM

Choosing a platform
Vertex AI
We see Google’s Vertex AI as a powerfull and all-encompasing 
solution for managing all characteristics of the MLOps capabilities 
in one unified platform. 
It offers a unified UI for the entire Machine Learning workflow, with 
end-to-end integration for data and AI. Some key elements are 
outlined below.

Vertex AI Feature Store: centralized repository for organizing, storing and serving 
Machine Learning features. Organizations can share, discover and reuse Machine 
Learning features at scale. Monitor feature serving with cloud monitoring.

Vertex AI Machine Learning Metadata: record the metadata and artifacts 
produced by the Machine Learning system and query to help analyze, debug, and 
audit the performance of your Machine Learning system.

Vertex AI Training & Prediction: train with AutoML or custom models and 
configure endpoint for prediction.

Vertex AI Pipeline: automate and monitor Machine Learning workflows (build, 
train & deploy).

Vertex AI Model Monitoring: Vertex AI exports metrics to Cloud Monitoring. 
Monitor endpoints to understand model performance and  
resource usage. Monitor feature store. Monitor training-serving skew and 
prediction drift on both categorical and numerical values.

 

Google’s Data Catalog
In addition to Vertex AI, Google offers a fully managed and highly scalable data 
discovery and metadata management service with the following characteristics:

•	 A unified view of all data assets in the organization.

•	 Integration with BigQuery, PubSub and Cloud Storage and automatic tagging 

of data.

•	 Possibility to add technical and business tags

•	 Simplifies data discovery of scale using Google’s search technology.
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Why Vanenburg

WHY VANENBURG

Vanenburg is an independent IT service provider. We are experts in developing Enterprise 
IT Modernization solutions combined with the services we offer on the Google Cloud 
Platform, Salesforce Platform, and open Java technologies.

Jan Baan founded Vanenburg in 2009 as part of the Vanenburg Group and its core team 

has 40+ years of experience in the enterprise software market (Enterprise Resource 

Planning, Business Process Management and Smart Process Apps) – building upon a history 

of successful IT innovations like BaaN ERP and Cordys Cloud BPM.

Selected customers:

For more information, please visit  www.vanenburg.com.        Follow us:

•	 40+ years of experience in the Enterprise Software market with deep 
expertise in ERP and integrations to the back-end systems.

•	 Dedicated Google Cloud Practice since 2014 with +50 FTE.

•	 Strong Artificial Intelligence experience and capabilities based on Vertex AI.

•	 Unique Rapid Application Development tooling to quickly prototype and 
develop applications at a large scale against low total costs of ownership.

•	 Fully automated cloud hosting and management service based on:
	 Infrastructure-as-Code approach to provisioning and 24x7 managing of 

cloud resources and applications.

Interested? Contact us at info@vanenburg.com to learn more or schedule a demo.

https://www.youtube.com/channel/UCrW2yvjExcwdekx_oLH0dxw/featured
https://twitter.com/VanenburgS
https://www.linkedin.com/company/vanenburg-software/
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Further reading

Practitioners Guide to MLOps 
https://cloud.google.com/resources/mlops-whitepaper

Getting started with MLOps 
https://cloud.google.com/blog/products/ai-machine-learning/select-the-right-
mlops-capabilities-for-your-ml-use-case

MLOps: Continuous delivery and automation pipelines in Machine Learning 
https://cloud.google.com/architecture/mlops-continuous-delivery-and-
automation-pipelines-in-machine-learning

Best practices for implementing Machine Learning on Google Cloud 
https://cloud.google.com/architecture/ml-on-gcp-best-practices
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